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Abstract

We propose in this paper a framework for inter-agents dialogue on agtidrich formalize a delib-
erative process. This framework bounds a dialectical system in whithreentative agents arbitrate and
play to reach a practical agreement. For this purpose, we proposgumentation-based reasoning to
manage the conflicts between plans having different strengths forafiffagents. Moreover, we propose
a model of agents which justify the plans to which they commit and take intmuatthe plans of their
interlocutors. In the scope of our dialectical system, an agent is refipp@of the final decision outcome
which is taken according to the autority of the players, the uttered plansearaim rules and priorities.
We illustrate this paper with a services composition.

1 Introduction

The collaboration between autonomous and social agentdue somplex tasks is an open problem with
many application areas such as cooperative robotics oicesreomposition. The conflicts in the interests
and perspectives of agents is the main characteristic of sygtems. In this paper, we aim at formalizing a
deliberative process with a formal framework for inter4atgdanteraction. For this purpose, argumentation is
a promising approach for reasoning with inconsistent mftion and conflicting objectives. In this paper,
we extend [8] such as arguments are plans and we focus orogidellmechanism between software agents
to reason, exchange and compose them.

Paper overview. In section 1, we provide the syntax and the semantics of #uenghg language. Sec-
tion 3 presents the argumentation framework which mandgesteraction between conflicting plans. In
accordance with this background, we describe in sectionrdrmdel of agents. In section 5, we define
the formal area in which the agents deliberate. Section eptts the protocol used to reach a pratical
agreement. This paper closes with discussion about reladéds in section 7.

2 Planning language

In this section, we present the syntax and the semanticseofattmal language that we use to express
automated planning problem instance : the Action Desaoripttianguage (ADL). This is an extension of the
STRIPS languageSTanford Research Institute Problem So)yer

The classical planning environments are fully observatdgerministic (the result of actions are fore-
seeable), discrete (the environment states are finite)tatid €hanges happens only when the agents acts).
Planners decompose the world into logical conditions apdesent a state. For example, RieliFamous
represents the state of happyagent. Literals in first-order state descriptions must loeigd and function-
free. Contrary to i, Ottawa), literals such as ifa,, y) or in(Daughtefa, ), Lille) are not allowed.

A planning problem instance is composed of an initial sttie, specification of the goal which the
planner is trying to reach, and a set of possible actionsh Bation is defined in terms of preconditions and
postconditions.

Definition 1 Aninstanceis defined by an ordered palf = (£, C') where:
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» Listhe first-order logic language. We calndition a conjunction of literals. The empty conjunction
(denoted)) is true;

» C' = AU{i,g} is acompetence, i.e. a set of rule where:

— Alis a set of action. Each actionis a 4-tuple of conditions : (v,d) < («a, 3), wherea must
be true for the action to be executablemust be falsey is made true by the action aridones
is made false. The empty action is denatedd, #) «— (0, 0);

— i: {7;,0;) < is the initial state, given as the pair of conditions, whick eespectively true and
false ;

— g : {74,94) < Is the specification of the goal state given as a pair, whickc#p that the
conditionay (resp. 3,) is true (resp. false), in order for a state to be considersdaoal.

On one hand, a stat fortiori the initial statei is a totally specified state represented as a conjunction
of positive ground literals+;) and a conjunction of negative ground literads)( On the other hand, the
specification of a goaj is a partially specified state represented as a conjuncfipositive ground literals
(ag) and a conjunction of negative ground literal;). A state ¢ : (vy,,ds) <) satisfies a goalg( :
(ag, B4) <) If s contains all the atoms ip and possibly othersaf, C v, andg, C ). An actiona is
specified in terms of positive preconditiorg @nd negative preconditiong)that must hold before it can be
executed, the positive effectg)(and the negative effects)(that ensure when it is executed. For example, an
action for flying a plane from one location to another isi(filgm, to) : (in(buyer to), in(buyer, from)) —
(in(buyer, from), #). This rule is also called action schema, meaning that iesmrts a number of differents
actions that can be derived by instantiating the variatobes, andto to different constants. The action name
fly (from, to) serves to identify the action, Any variables in the prectiads or in the postconditions must
also appear in the action’s parameter list. One of the mgsbitant restrictions is that literals be function-
free. With this restriction, we can be sure that any actidresta can be propositionalized, so turned into
a finite collection of purely propositional action repretsgions with no variables. Since the preconditions
expressing the facts that a flight cannot be made from anratpdself, cannot be expressed sunccintly in
STRIPS, we prefer the Action Description Language to the IFBRanguage. To improve readibility, we
have divided the preconditions and the effects into listgpfusitive and negative literals. In ADL, the fly
action could be written as : fifrom, to) : (in(buyer, to), in(buyer, from)) — (in(buyer, from), from = to).

Having defined the syntax for the representation of planpioylems, we can now define the semantics.
For this purpose, we specify a direct transition from a state («, 3;) <) into successor-state axioms
whose semantics come from first order logic. An action (v, d.) < {4, 8.)) is applicable in any state
that satisfies the preconditions. More formally:

{ <(053 ) '7(1,) - 5(1» (ﬁe U 5a) - ’Ya,> if oy € Olsan(ﬁa - ﬂs
s,al
(as, Bs) else

Starting in a state, the result of executing aapplicable actiona is a states’ such that any positive lit-
erals in the effect are added # and any negative literals are removed frem For example, suppose
the current state is described by:: (in(buyer, Parig,in(buyer Lille)). This state satisfies the precon-
dition: (in(buyer,from), from = to) with substitution{Parigfrom, Montrea)to}. Thus, after the con-
crete action flyParis Montreal) the current state become$ : (in(buyer Montreal)), in(buyer, Parig A
in(buyer, Lille)) «—. Note that if a positive effect is already it is not added twice, and if a negative
effect is not ina, then that part of the effect is ignored. This definition exlibs the assumption that every
literal not mentionned in the effects remains unchangethignway, we avoid the frame problem. Since the
states could be represented by a pair of conditions, twalfyatr partially specified) states : (a1, 1) «—
andss : (a9, 32) « areincompatible (denoteds; Ls) iff: (a; N B2) U (ag N B1) # 0.

Finaly we can define the solution for a planning problem. Thadition relation can be extended such
that:c,e - candc, (a1, az, . ..,a,) F (¢,a1 F), (as, ..., a,). Aplan for aninstance is a sequence of actions
such that the state that results from executing the actimms fhe initial state satisfies the goal conditions.
Aplan P = {(a1,as,...,a,),ip,gp) is atriple where:

 ip is a totally specified state;
e gp is a partially specified state;

* (a1,as,...,a,)is a sequence of actiongi(a; € A) such asp, (a1, as,...,a,) F gp.



P satisfiesS iff v, C vi,.,0; C 0ip,09 C 0g,,08y € Bgp. IN Other words, a solution for a planning
problem is just a plan that, when excecuted in the initigkstesults in a state that satisfies the goal. Below
we will use this planning language within our argumentaframework.

3 Argumentation-based plan

We present in this section an argumentation framework buailind the previous language, which manage
the interaction between plans. In order to deliberate, wesiders a set of audiences (a..,a, € Ua)
which adhere to different plans with a variable intensithe$e audiences consider the same instance (de-
notedZ = (£, C)) and the same transition rule (denoted At first, we consider that the audiences share
an value-based competence, a set of rules promoting values:

Definition 2 Thevalue-based competence AC = (C, V, promote is defined by a triple where:
« Cis a competence, i.e. a finite set of rules;
» Vis a non-empty finite set of valugs, ..., v:};
e promote: C — V maps from the rules to the values.

We say that the rule relates to the value if ¢ promotesv. For everyc € C, promotéc) € V.

To distinguish different audiences, values, both conaatkabstract, constitute starting points [2]. Val-
ues are arranged in hierarchies. For instance, an audighe@lwe both justice and utility but an argument
may require the determination of a strict preference beatvike two. Since audiences are individuated by
their hierarchies of values, the values have differentriiiés for different audiences. Thealue-based
competence of the audience;ds a 4-tuple AG = (C, V, promote < ;) where AC= (C, V, promote is a
value-based competence as previously definedanis the priority relation of the audience, ae. a strict
complete ordering relation oi.

A priority relation is a transitive, irreflexive, asymmetriand complete relation ovi. It stratifies the
competence into finite non-overlapping sets. The priogtel of a non-empty competenceC C (written
level;(C)) is the least important value promoted by one elemen®'inOn one hand, a priority relation
captures the value hierarchy of a particular audience. @mther hand, the competence gathers the rules
shared by the audiences. Plans are built upon this compet8&itce the plans can be conflictuad, leads
to incompatible goals, plans can be considered as arguments

Definition 3 LetC be a competence. Aargumentative plan is a triple A = (sp,ip, gp) Whereip (resp.
gp) is an initial state (resp. the specification of a goal) ane = (aq, ..., a,) a sequence of actions it
such as:ip, (a1,...,a,) F gp. (ip,sp) is the premise ofi, denoted premigel). gp is the conclusion of
A, denoted conclusidm). The argumentative plad’ is a sub-plan of A iff its sequence of actions is a
subsequence af,. A plan istrivial iff the sequence of actions is empty.

In other words, argumentative plans (plans for short) alaioms of consequence between a premise
and a conclusion. Since the competefitean be conflictual, the set of plans (denofed)) will conflict.
The relation of attack between plans is built upon the incatibgity between their conclusions.

Definition 4 LetC be acompetence amtl B € P(C') two plans.A attacks B iff : 341 = (s1,i1,¢1), B2 =
(82,12, g2) € P(C) respectively sub-plan of and B such asy; Lgs.

Because each audience is associated with a particulaitprielation, the audiences individually evalu-
ate the strength of plans. According to the audiencéhestrength of A (written strength(A)) is the least
important value promoted by one rule in the premise. In otf@nds, the strength of plans depends on the
priority relation. Since the audiences individually ewatkithe strength of plans, an audience can ignore the
attack of a plan over another plan.

Definition 5 Let AG = (C,V, promote < ;) be the value-based competence of the audienemd A =
(s,i,9), B = (s',i',¢") € P(C) two plans. A defeats B for the audience a; iff 3A; = (s1,i1,91), B2 =
(sa,12, g2) € P(C) respectively sub-plan of and B such as: i)g; L go; ii) —(strength)(4;) <; strength(Bs)).
Similarly, we say that a st of plans defeat®s if B is defeated by a plan if.



Contrary to the relation of attack, the relation of defeatgymmetric and subjective. Considering the
individuated viewpoint of each audience, we focus on théestibe acceptance.

Definition 6 Let AG = (C,V, promote <;) be the value-based competence of the audiencéeat A €
P(C) be a plan andS C P(C) a set of plans A is subjectively acceptable by the audience a; with respect
to S iff VB € P(C) defeatg(B, A) = defeatg(S, B).

The set of subjectively acceptable plans consists of a stamgiposition, also called preferred extension,
which is a maximal set of acceptable plans [6]. In other wptltis set defends itself from all attacks, and
cannot be extended without introducing a conflict. Sincepti@rity relation is an ordering relation, the set
of acceptable plans is unique and non-empty [4]. The folhgwéxample illustrate this argumentation-based
reasoning framework for plans.

Example 1 Let us consider g a service provider which wants to sell transport ticketfie Value-based
argumentative competence of the audiencesaepresented in the table 1. This audience is associatdd wi

< |V |C

vy | g(price) : (in(buyer Ottawa A paid(price), 0) —

i: (in(buyer, Lille)A, budget> 2000)) «—

vy | fly(from,to, price) : (in(buyer to) A paid(price), in(buyer, from)) «— (greatefbudget price) A in(buyer, from), from = to)
busg(from, to, price) : (in(buyer to) A paid(price), in(buyer, from)) < (greatetbudget price) A in(buyer, from), from = to)

train(from, to, price) : (in(buyer, to) A paid(price), in(buyer from)) — (greatefbudgetprice) A in(buyer, from), from = to)
vy | fly(Paris Montreal 800)

vy | fly(Bruxelles Montreal 650)

vs | bugMontreal Ottawa 50)

vg | bugMontreal Ottawa 100)

v7 | train(Lille, Bruxelles 100) A%
vg | train(buyer Lille, Paris 150) D

Table 1: Argumentative competence of the service proviger a

a competence, i.e. a set of rulegfrice), ¢, ...) and a set of values(, ..., vs). The rules corresponding
to the goal specificationg(price)) and the initial situation {) promote the value;. The rules of common
sense promote the value : “take a flight” (fly (from, to, price)), “take a train” (train (from, to, price)) and
“take a bus” (bugfrom, to, price)). The other particular rules such as“take TGV” (trgiLille, Paris, 150))
promote the valuess, ..., vs. According to an audience, a value above another one in thesfigas pri-
ority over it. g prefers Air France to Air Canada and the cheapest connexitime four following plans
conflict:

A = (4, (train(Lille, Paris, 150), fly(Paris, Montreal 800), bugMontreal Ottawa 50))

B = (i, (train(Lille, Paris, 150), fly(Paris, Montreal 800), bugMontreal Ottawa 100))

C = (i, (train(Lille, Bruxelles 100), fly(Bruxelles Montreal 650)bugMontreal Ottawa 50))

D = (4, (train(Lille, Bruxelles 100), fly(Bruxelles Montreal 650), bugMontreal Ottawa 100))

The strength oA and B is v; and the strength of’ and D is vg. Therefore, A and B defeatsC' and D but
C and D does not defeatl and B. The sef{ A, B} is subjectively acceptable for AQvith respect taP(C).

In the next section, we shift from the zero-agent notion afeatability to the one-agent notion of
conviction in order to take into account not only plans stdmgdifferent audiences but also plans exchanged
by agents.

4 Model of agents

In multi-agent setting it is natural to assume that the agédotnot all have exactly the same beliefs and
capacities. Since the competences of agents can be compraplementary or contradictory, agents ex-
change their plans and argue. For this purpose, our agetitidinally valuate the perceived commitments
with respect to the estimated reputation of the agents frévomvthe plan is obtained. The ageptwahich
has a personal competen€g a set of personal valuég and a priority relation<;, record in the com-
mitment store C§which contains the rules taken before or at titriey the agent a4 Moreover, the agent
& individually valuates the reputation of their interloctgawith her reputation relatior; , i.e. a strict
complete ordering relation di 4. The rules in the commitment store }'Zfélate to the reputation valug'.
The personal competences of agents are not necessardintigjVe callcommon competencehe set
of rules explicitly shared by the agentS;,, C Na,ci5,Ci. Similarly, we callcommon valuesthe values



explicitly shared by the agent$i,, C Na,c5,Vi- The common rules relate to the common values. For
everyc € Cq,, promotéc) = v € Vy,. The personal rules can be complementary or contradicifey.
call joint competencethe set of rules distributed in the systeth;, = Ua,e5,C;. The agent own rules
relate to the agent own values. For every C; — Cq,, promote(c) =v € V; — Vq,,.

Reputation is a social concept that links an agent to heraatgtors. It is also a leveled relation [9]. The
individuated reputation relations, which are transitivegflexive, asymmetric, and complete relations on
U4, preserve these properties. 4; a, denotes that an agenttausts an agentiamore than another agent
a;. In order to take into account the rules notified in the commmaitt stores, each agent is associated with
the followingextended competenceAC; = (C}, V;*, promoté, <), which is a value-based competence
where:

e Cf=¢C U [U#i CS?} is the extended personal competence of the agent compogkd pérsonal
competence and the set of perceived commitments;

V¥ =V, U [U#i{v;-}] is the extended set of personal values of the agent compddbd set of
personal values and the reputation values associated ®itinterlocutors;

» promot¢ : C; — V* is the extension of the function promgtehich maps from the rules in the
extended personal competences to the extended set of pevatires. On the one hand, the personal
rules relate to the personal values. On other hand, theiruthe commitment store C;Selate to the
reputation value’;

* K7 is the extended priority relation of the ageint, an ordering relation ofr;*.

Since the deliberation is a collaborative social procdssagents share common rules (common goal,
common initial situation, common sense, ...) of prime int@oce. That is the reason why the com-
mon values have priority over the other values. Since thetagergue, they estimate themselves more
authoritative than their interlocutors. That is the reasdny the personal values have priority over the
reputation values. In other words, the extended prioritstien of the agent is constrained as follows:
Va; € Oa Vo, € Vo,Vv € V; — Vo, (v;'- <F v <5 v,). We can easily demonstrate that the extended
priority relation is a strict complete ordering relationhélagent g is convinced by the rulec iff cis the
conclusion of an acceptable argument by the audiepustla respect taP (C;).

The agents utter messages to exchange their rules. Thxofmassages is in conformance with the
commoncommunication languageCLs. A messagéVly, = (S, Hy, Ar) € CLy has an identified /. It
is uttered by a speakef{ = speakeflM})) and addressed to a hearéf,(= hearefM},)) A, = act{ M)
is the speech act of the message. It is composed of a locutidraacontent. The locution is one of
the following: questi on, assert, unknow, concede, chal | enge, wi t hdr aw. The content, also
calledhypothesis is a rule or a set of rules. As in [8] the speech acts have amsgtative and public
semantics. We have presented here a model of agents whongechgipothesis and argue. In the next
section, we bound a formal area to shift from the one-agetiboma@f conviction to the n-agent notion of
provability.

5 Dialectical system

When a set of social and autonomous agents deliberate, thigyaach other in order to reach the goal of

the interaction. Since we want to warrant that a practicat@ment will be reached, we need to bound a
formal area, called dialectical system, in which agenty plad arbitrate. Moreover, we add a third agent
who arbitrates in accordance with the estimated authofitigeplayers, the uttered plans and her own rules
and priorities.

During exchanges, the speech acts are not isolated butesppmd each other. The syntax of moves
is in conformance with the commanoves language A move move = (My, Ry, P,) € ML has an
identifier move. It contains a messag¥d;, as defined before. The moves are messages with some attribute
to control the sequenceR;, = reply(move,) is the identifier of the move to which moyeesponds. A
move (move) is either an initial move (replynove,) = nil) or a replying move (replmove,) # nil).

P, = protocolmove,) is the name of the protocol which is used. A dialectical syste composed of
three agents. In this formal area, two agents play movesoimt fof a third agent to check that the initial
hypothesisi.e. the topic, can be reached.



Definition 7 Let AGy, = (Ca,,Va,,promote, ) be a common value-based competence @and rule
(the specification of a goal). Thdialectical system on the topicgy is a 7-tuple Dg,, (co,ACq,) =
(N, judge, H, T, protocol Z, (u,),en) Where:

* N = {init,part} C U4 is a set of two agents called players: the initiator and thetper;

* judge € U4 is a third agent with a personal competence which contaiescthimmon competence
(Cjudge 2 CQA);

e Oy € MLy is a set of well-formed moves;
« H is the set of histories, i.e. the sequences of well-formecdksjo
e« T : H — N is the turn-taking function determining the speaker of a@ov

e protocol : H — Qj; is the function determining the moves which are allowed drta@xpand an
history;

e Z is the set of deliberation, i.e. the terminal histories Wwhionsist of maximally long histories.

In order to be well-formed, the initial move is a questionuattthe topic from the judge to the initiator and
the partner and a replying move from a player referencesrirraaove uttered by one of the other players.
Obviously, all moves should contain the same value for tbéogol parameter. The judge computes the final
practical agreement. At the history the judge is associated to the extended competencg ACh) =

(Chage () Viiigge, PIOMOLE . <540 ) Where:

* the extended personal competence contains the commoretanee and the commitments of players:
udge () 2 Ca, U CSif (h) U CSti ();

init art

« the extended set of values is composed of the common vaheetha reputation values of the two
players:V; ;.. = Va, U [pludoe udgey

wnit ) Ypart

The set of convincing plans for the judge depends on thergjstbe reputation of players and her
own rules and priorities. The reputation relation of theg@dorresponds to the global social order.
is provable at the history  (written provablé(s,)) if s1,e - go and the judge is convinced by at the
historyh. The deliberation computes the n-agent notion of provgbiin this way, the arbitrage of the judge
depends on the plans exchanged and the estimated autHdhig/glayers and her own rules and priorities.
We have bound here the area in which the deliberations taoe pb define the n-agent notion of prov-
ability. In order to deliberate, we formalize in the nexttémt a protocol.

6 Protocol

When a set of social and autonomous agents deliberate, tHiapaate to confront their convictions. In
this section we illustrate our dialectical system with atpcol where agents reach a practical agreement
by verbal means [1]. In this paper, we formalize this protod@de protocol consists of the sequence rules
represented in the table 2. Each rule specifies the autlarepdying moves. For example, the rule of
“Assertion/Refutation” (written s{,z) specifies the authorized moves replying to the previousrisa
(assert (H)). The speech acts resist or surrender to the previous ongtraypto the resisting acts, the
surrendering acts close the deliberation. A concession¢ede (H)) surrenders to the previous assertion.
A challenge (challendé)) and a refutationgssert (hs)) resist to the previous assertion. As previously
said, the speech aafsiest i on(h), chal | enge(h), unknow(h), andw t hdr aw(h) are used to manage
the sequence of moves. On one side, a question initiateselifgechtion. On the other side, a plea of
ignorance and a withdrawal close the deliberation. A chgkeis a request for a plan.

In order to confront her conviction with the partner, an dgpeitiates a deliberation. If the partner has no
plan for the topic, she pleads ignorance and closes theadlatibn. If the players have the same convictions,
the judge is convinced and the deliberation closes. Otlservithe goal of the deliberation is to reach a
pratical agreement by verbal means. The following exambistiates such a protocol.



| Sequences rules Speech acts || Resisting replies | Surrendering replies

Slo/a questiorigo ) asseftsy ), s1,e - go unknow(go)
Sla/r assertH) challengéh), h € H concedéH )
assetths), 3y € H hyLho
Sto/a challengéh) || assertH), H,e+- h withdraw(h)
Srr unknow(H) || 0 0
concedéH) || 0 0
withdraw(H) || @ 0

Table 2: Set of speech acts and the potential answers.

Ci —Ca, Caa C5 —Ca,
C11, C12, C21, C22, C23
C CS, Game situation CS Co

premiséB) [ 0 0 premis¢C)
— buyer questiofy(price)) —

premisg¢3) | [ \ 1 \ 0 | premis¢C)

— & assertg(1000)) —
premisg¢3) | [ \ 2 | 9(1050) [ premiséC)
«— & assertg(800)) —

premis¢B) | total(a,, 800) | 3 | 9(1000) [ premiséC)
«— buyer challenggy(800)) «—

premis¢B) | total(a,,800) | 4 | g(1000) [ premis¢C)

— &assertpremis¢C’)) —

premis¢B) | premiséC) | 5 | total(a,, 1000) [ premis¢C)
«— buyer challenggy(1050)) «—

premis¢B) [ premis¢C) | 6 \ 0 [ premis¢C)
— & assertpremis¢B)) —

premis¢B) | premiséC) | 7 | premis¢B) [ premis¢C)

— buyer concedgremis¢ A)) —
premis¢B) | premiséC) | 8 | premis¢B) [ premis¢C)

Table 3: Deliberation to reach an agreement

Example 2 Let us consider a deliberation between two services prositle and &) in front a buyer who
judges. The value-based competence of the agentesp. &) is composed of the common competence
and the rules in the premiéB)) (resp. the rules in the premi&€)). The value-based competence of the
buyer is composed of the common competence and the(ralé050) The commitments stores result from
the sequence of moves (cf table 3). The arbitrage of the lwgmends on the advanced plans, the estimated
authority of the players and her personal rule tdtalyer, < 1050). At the end of the dialogue, the buyer
composes the services and is convinced by a plan for tratespmy from Lille to Ottawa which costs less
than 1050 euros (the argumen).

We have formalized here a protocol to reach a practical aggae Since this paper extends [8], we can
warrant as in [8] that the dialogue are finite and leads to agesgent.

7 Related works

Classicaly, argumentation has been mainly concerned hétbréetical reasoning to check beliefs veracity [6,
3, 4]. A coherent framework has been proposed in [8] to re@mnmombine and extend these technics. In
this paper, our contribution, like other recent works [12, 14], is concerned with practical reasoning with
our own instantiation of thabstractargumentation framework of Dung [6] (cf section 3).

On one hand, Amgoud [12] has presented an argumentatiorefvark for generating argumentative
plans from a given set of beliefs, goals and planning ruléss Work was later was extended in [13] with
argumentation frameworks that generate the goals theas&lom beliefs. In [11], the generation of goals



are more general. On the other hand, Hulstijn and van deeTa#4] propose argumentative plans which
contains only goals in the conclusions. By constrast withgaad’s and Hulstijn’s frameworks which focus
a generic mechanism allowing an agent to compose her hefjeéds and plans for generating consistent
plans or consistent goals, we focus in this paper on a digdbgnechanism between software agents to
jointly elaborate common plans, reason, exchange and cearthem (cf sections 4, 5, and 6).

8 Conclusions

We have proposed in this paper a framework for inter-ageateglie on actions, which formalize a delib-
erative process. This framework bounds a dialectical systewhich argumentative agents arbitrate and
play to reach a practical agreement. For this purpose, we i@posed an argumentation-based reasoning
to manage the conflicts between plans having different gthanfor different agents. Moreover, we have
proposed a model of agents which justify the plans to whiely tommit and take into account the plans of
their interlocutors. In the scope of our dialectical systenthird agent is responsible of the final decision
outcome which is taken according to the autority of the playthe uttered plans and her own rules and
priorities. We have illustrated this paper with a servicasposition.
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