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Abstract. A fundamental interoperability problem is caused by the semantic hetezitg®f agents’ontologies in open multi-
agent systems. In this paper, we propose a formal frameworkgfemta debating over heterogeneous terminologies. For this
purpose, we propose an argumentation-based representatiowfyrdnte manage conflicting description. Moreover, we propose
a model for the reasoning of agents where they justify the descriptionithhey commit and take into account the description
of their interlocutors. Finally, we provide a dialectical system allowing agenparticipate in a dialogue in order to reach an
agreement over heterogeneous descriptions.
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1. Introduction

Traditionally, ontologies have been used to achieve semantic interoperaéilitgdn applications, such
as software agents, by providing the definitions of the vocabularies gesypwlescribe the world. In open
systems that agents can dynamically join or leave, a fundamental interdipefaioblem is caused by
the semantic heterogeneity of agents at the knowledge level, in particulastnehncy of the underly-
ing ontologies due to the terminological heterogeneity. The current agdpesasuch as standardization,
adopted by Gruber (1995), and ontology alignment, considered bynBt&eValtchev (2004), are not
suitable in open systems. Since standardization requires that all partibethveach a consensus on the
ontology, the idea of great unified world ontologgeems very unlikely. On the other hand, ontology
alignment is a technique that enables agents to keep their own individudbgietoby making use of
mappings. Alignments are generated by independent trustable alignmeénesehat can be invoked to
obtain a mapping between two ontologies and used to translate messagesekiovweedo not knova
priori which ontologies should be mapped within an open multi-agent system. As/etidgr Bailin &
Truszkowski (2004), conflicts of representation should not be addiit resolved.

Argumentation is a promising approach for (1) reasoning with inconsistimhiation, (2) facilitating
rational interaction, and (3) resolving conflicts. In this paper, we ains@iguargumentative techniques
in order to provide a dialogical mechanism for the agents to reach amagméen their representations.
Agents have their own definitions of concepts and they discover throegtidgtogue whether or not they
share these definitions. If not, they are able to learn the definition of thertootd¢or. A valued based
mechanism is used to integrate the different and possibly divergenitidefsrand to resolve the conflict.
The debate can finish with an agreement or not in case of misunderstamdirgpncept. For this purpose,
we extend the formal framework for inter-agents dialogue based uparghenentative techniques pro-
posed by Morge (2005). (1) We propose here an argumentationbeysesentation framework, offering
a way to manage contradictory concept definitions and assertions. (Bjofdese a model of agent rea-
soning to put forward some representations and take into account teeeagations of their interlocutors.
(3) Finally, we provide a dialectical system in which a protocol enables ggots to reach an agreement
about their representations.

Paper overview. Section 2 introduces the example of dialogue that will illustrate our frameviork.
Section 3, we provide the syntax and the semantics of the description logik istsidopted in this paper.
Section 4 presents the argumentation framework that manages interacti@ebewwnflicting representa-
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tions. In accordance with this background, Section 5 describes ont agelel. In Section 6, we define
the formal area for agents debate. Section 7 describes the protoddbussach an agreement. Section 8
presents some related works. Section 9 draws some conclusions aroWotks.

2. Natural language

Walton & Krabbe (1995) defines a dialogue as a coherent sequemsevels from an initial situation
to reach the goal of participants. For instance, the goal of a dialogue omsystin resolving a conflict
about a representation. In the initial situation, two participants do not sharsame description of a
service, either because one of the participants ignores such a senvimgause their own descriptions
are contradictory. The participants hope to reach an agreement abalggtription of this service at the
end of the dialogue.Inspired by the misunderstanding problem in the nitngalage, we only consider
here dialogue between artificial agents.

Before we start to formalize such dialogues, let us first discuss the fojowatural language dialogue
example between a customer and a service provider:

1. customer: Do you know free software to view my PDF ?
2. provider: acrobat is free software.
3. customer: Why is it a free software ?
4. provider: acrobat is free because it is a freeware.
5. customer: In my humble opinion, acrobat is not a free software.
6. provider: Why is it not free software ?
7. customer: Since acrobat is freeware, it is not free software.
8. provider: OK, however xpdf is free software.
9. customer: Why is it free software ?
10. provider: xpdf is free software because it is opensource.
11. customer: Why is it opensource ?
12. provider: xpdf is opensource because it is copyleft.
13. customer: OK, I will consider xpdf.

In this dialogue, two participants share the concept “free”. Howeveir ttefinitions are divergent. On
one side, the customer considers free software as non-propriefamaie On the other side, the service
provider considers free software as a zero price software. Thisgdialeeveals the conflict in the defi-
nitions of this concept and resolves it. Participants argue and challengg&édhecutor's arguments. In
utterance 7, the customer explains to the provider why she is not congideniobat as a free sotware,
although it was proposed by provider in utterance 2. The service mog@hsiders that the definition of
the customer has priority and adjusts her own representation to adoptfihiiate Hence, in utterance
8, the provider asserts another solution according to her knowledge. fhle customer challenges this
and asks for justification (utterance 9) and the following of the dialogu@show the provider proposes
her definition of free as opensource which is accepted by the custohreughout the following we will
assume the service provider gives priority to the customer’s concepts.

3. Description Logic

In this section, we provide the syntax and the semantics for the well-kobd language proposed
by Schmidt (1991) and which is adopted in the rest of the paper.

The data model of a knowledge base (KBase, for short) can be egprby means of the Description
Logic (DL, for short) which has a precise semantic and effective infesenechanisms. Moreover, most
ontologies markup languages (e.g. OWL) are partly founded on DL, gthitican be assumed that an-
notations and conceptual models are expressed using XML-baseapgahe syntax of the represen-
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tation adopted here is taken from standard constructors proposed i titerature. This representation
language is sufficiently expressive to support most of the principatoactors of any ontology markup
language.

In ALC, concepts, denoted, D, ... are interpreted as unary predicates and primitive roles, denoted
R, S, ..., as binary predicates. We call description a complex concept whichechnilh using construc-
tors. The syntax ofALC is defined by the following BNF definition® — T|L|C|-C|C U D|C
D|3R.C|VR.C.

The semantics is defined by an interpretatios (AZ, 1), whereAZ is the non-empty domain of the
interpretation and” stands for the interpretation function. The semantics of the constructossiarma-
rized in the table 1.

Table 1
Semantics of thed £C constructors
Name Syntax Semantics
top concept T AT
bottom concept L 1]
concept c ct cA?
concept negation -C AT - C*

concept conjunction| C; M Cy | C¥NCE

concept disjunction | C; LCy | CFuCt

existential restriction| IR.C {zeAT;3y e AT ((z,y) € RE Ay € CF)}
universal restriction | YR.C {z e AT;Vy € AT((z,y) € RT — y € CT)}

A KBase K = (7,.A) contains a T-boxZ” and an A-boxA. The T-box includes a set of concept
definition (C = D) whereC' is the concept name and is a description given in terms of the language
constructors. The A-box contains extensional assertions on conaegtsoles. For example, (resp.
(a,b)) is an instance of the concegt (resp. the roleR) iff o ¢ C7 (resp.(a”,b*) € R?). We call
claims the set of concept definitions and assertions contained in the KBasetigh rof subsumption
between concepts is given in terms of the interpretations.

Definition 1 (Subsumption) Let C, D be two conceptsC subsumes D (denotedC' O D) iff for every
interpretationZ its holds thatC? O DZ.

Indeed,C = D amounts toC I D andD I C. Similarly, C M D = 1 amounts taC = =D and
D = —C. The KBase can contain partial definitiong, axioms based on subsumptiati O D). Below
we will use ALC in our argumentation-based representation framework.

4. Argumentation-based representation framework

The seminal work of Dung (1995) formalizes the argumentation reasornihga framework made of
abstract arguments and a contradiction relation to determine their accefteatdigonally, the extensions
of this framework are built upon a background logic language. Thexedoguments are not abstract enti-
ties but consequence relations between a premise and a conclusiont Reites such as Amgoud & Cay-
rol (2002) (or Bench-Capon (2002)) assign one (or differengngjth(s) to the arguments. We present in
this section, an argumentation framework built around the underlying logitigeALC, where claims
(concept definitions and assertions) can be conflicting and haveetitfezlevances depending on the
considered audience.

The KBase is a set of sentences in a common language, deddiéd associated with a classical
inference, denoted, and shared by a set of audiences (dendtgd= {a,...,a,}).

The audiences share a value-based KBiase set of claims promoting values:
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Definition 2 LetU4 = {ay, ..., a,} be a set of audiences. Thialue-based KBaséK = (I, V, promote
is defined by a triple where:

- K= (T, A)is aKBase, i.e. afinite set of claims#LC;
— V is a non-empty finite set of valués,, ..., v };
— promote: K — V is a total mapping from the claims to values.

We say that the clairg relates to the value if ¢ promotesv. For every¢ € K, promoté¢) € V.

According to Perelman & Olbrechts-Tyteca (1958), both concrete astdaaibvalues constitute starting
points to distinguish different audiences. Values are arranged in tleear For example, an audience will
value both justice and utility, but an argument may require the determinatiortraftapseference between
the two. The relevance of an argument is the value promoted by the mosaelaans in its premise.
Since audiences are distinguished by their hierarchies of values, tresvadwe different priorities for
different audiences. Each audiengasaassociated with amdividual value-based KBasghich is a 4-
tuple AK; = (K, V, promote <;) where:

— AK = (K, V, promote is a value-based KBase as previously defined;
— < is the priority relation of the audience, @e. a strict complete ordering relation én

A priority relation is a transitive, irreflexive, asymmetric, and complete relatior/. It stratifies
the KBase into finite hon-overlapping sets. The priority level of a non-er{Bisise K’ C K (written
level;( K)) is the most important value promoted by one elemenirOn one hand, a priority relation
captures the value hierarchy of a particular audience. On the otherthari{Base contains claims shared
by audiences. Arguments, that are consequence relations betweamiagpand a conclusion, are built on
this common KBase.

Definition 3 Let K be a KBase inALC. Anargument is a pair A = (P, ¢), where¢ is a claim and
® C K is a non-empty set of claims such thétis consistent and minimal (for set inclusion), abd- ¢.
® is the premise ofl, written ® = premis€ A), and¢ is the conclusion ofi, written ¢ = cond A).

In other words, the premise is a set of claims from which the conclusioneanfdrred.A’ is asub-
argumentof A if the premise ofd’ is included in the premise of. A’ is atrivial argumentif the premise
of A" is a singleton (premigel’) = {conq A’)}). Since the KBasé&C can be inconsistent, the set of
arguments (denoted (X)) may contain conflicting arguments.

Definition 4 Let K be a KBase inALC and A = (@, ¢), B = (¥, ) € A(K) two argumentsA attacks
Biff: 40, C &, ¥y, C U suchthatdy € £ &, F yandWs - —y.

Because each audience is associated with a particular priority relatidanaes individually evaluate
the relevance of arguments.

Definition 5 Let AK; = (K, V, promote <;) be the value-based argumentation KBase of the audience a
and letA = (®, ¢) € A(K) be an argument. According to AKherelevance ofd (written relevancg A))
is the most important value promoted by one claim in the premise

In other words, the relevance of arguments depends on the priority relatiixed ordering is simply
assumed, revealing the ordering between claims. In order to give a ariteabwill allow an audience
to prefer one argument over another, different principles can beidered: the last link principle, as
proposed by Simari & Loui Benferhat et al. (1992), the specificity gpie, as proposed by Prakken et
al. (1997), or the weakest link principle, as proposed by Benfethalt €1995). However, these general
domain-independent principles of commonsense reasoning are veky hvehe context of ontological
arguments, we prefer the arguments built upon the most general claims.

Since audiences individually evaluate arguments’relevance, an aediancignore that an argument
attacks another. According to an audience, an argument defeatsreengfin@ent if they attack each other
and the second argument is not more relevant than the first one:
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Fig. 1. The value-based KBase of the first audience

< Vil Ky
v | ¢1(x) : Soft(z) J Fredx) LI Nonfred z) -
vy | ¢2(z) : Nonfredz) J Freewarér) "B} Ba\
vs | ¢3(x) : Fredx) J Freewarer) B / |
vy | ¢4(x) : Fredz) M Nonfregz) = L By /
vs | ¢5(z) : Fredz) 0 Opensourcer) / /
v | Pe1(x) : Opensourcer) — Copylefi(z) } .
vy | ¢71 : Freewaréacrobaf \B_~

¢72 : Copyleft(xpdf)

Fig. 2. The value-based KBase of the second audience
<9 Va | Ko
vy | ¢1(x) : Soft(z) J Fredx) LI Nonfred )

(x) -

v3 | ¢3(x) : Fredz) J Freewarér) /B! Bi’~

vz gbz(:ﬁ) : Nonfredx) 1 Freewarér) \ IKBQ
(x)
(x)

vy | ¢4(x) : Fredz) M Nonfregz) = L \ \ Bs
vs | ¢5(z) : Fredr) 2 Opensourcer) N \
ve | ¢61(x) : Opensourcer) J Copyleftx) N !
v7 | ¢71 : Freewaréacrobay ~NBY

¢72 : Copylefxpdf)

Definition 6 Let AK; = (K, V, promote < ;) be the value-based argumentation KBase of the audience
a and A = (9,¢), B = (¥,¢) € A(K) two argumentsA defeatsB for the audience ;a(writ-

ten defeatg A, B)) iff V&; C &, Wy C U, Ix € L, &1 F xand¥y - —x) = —(level(Pr) <;
level(¥s)).

Similarly, we say that a set of arguments defeatB if B is defeated by one arguments$h

By definition, two equally relevant arguments both defeat each other.
Considering each audience own viewpoint, we define the subjectivptaoce notion:

Definition 7 Let AK; = (K, V, promote < ;) be the value-based KBase of the audiencéat A € A(K)
be an argument and C A(K) a set of argumentsA is subjectively acceptable by the audiengevih
respect to Siff VB € A(K) defeatg(B, A) = defeats(S, B).

The following example illustrates our argumentation-based representatiopwirork.

Example 1 Let us consider the case presented in Section 2. The value-based éfBasalifferent audi-
ences aand & are represented in the figure 1 and in the figure 2. The different claifs), . .., ¢72 ina
KBase relate to the different values, . . ., v;. On one side, the claims; (x), . . ., ¢g1 () are in the T-box.
On the other sidep;; and ¢72 are in the A-box. The more general the claim is, the higher the promoted
value is. According to an audience, a value above another one in a tablpriity over it.

In order to decide if xpdf is free software, the three following arguments beusonsidered:

— A” = ([Copyleftxpdf)], Copyleftxpdf));
— A’ = ([Copyleftxpdf), Opensourcér) J Copyleffz)], Opensourcexpdf));
— A = ([Copyleftxpdf), Opensourcer) I Copyleftx), Free(x) J Opensourcer)], Free(xpdf)).

The trivial argumentA” is a sub-argument oft’, which is a sub-argument of. In order to decide if
acrobat is a free software, The five following arguments must be coeslider

— B’ = ([Freewaréacrobal]|, Freewaréacrobal);
— B} = ([Freewaréacrobal), Free(x) J Freewaréx))|, Free(acrobat);
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— B!, = ([Freewardacroba), Nonfreéx) 2 Freewardz))|, Nonfreg¢acrobay);
— B; = ([Freewaréacrobal), Free(x) J Freewardx), Free(x)INonfredz) = 1|, -Nonfreéacroba);
— By = ([Freewardacrobai), Nonfreéx) J Freewardx), Free(x)INonfredz) = L], -Free(acroba).

B’ is a sub-argument oB; (resp.Bj) which is a sub-argument d; (resp.Bs). B; and B}, (resp. B
and By) attack each other. The relevance®f and Bj is vs. The relevance aBy and B}, is vs.

According to the first audiencé, (resp.B-) defeatsB; (resp.B}) but By (resp.B}) does not defeat
B/, (resp.Bs). Therefore, the setA”, A’, A, B', B),, By} is subjectively acceptable w#(K).

According to the second audiend®, (resp.B}) defeatsB), (resp.B2) but B), (resp.B2) does not defeat
B (resp.Bj). Therefore, the setd”, A’, A, B, B}, B, } is subjectively acceptable we (k).

We have defined here the representation framework to manage interdmtoreen conflicting claims.
In the next section, we present a model of agents which puts forwamscénd takes into account other
claims coming from their interlocutors. We shift from the zero-agent notfcarcoeptability to the one-
agent notion of conviction in order to take into account not only reptatiens shared by different audi-
ences but also representations exchanged by agents.

5. Model of agents

In a multi-agent setting it is natural to assume that all the agents do not uséyeka same ontology.
Since agents representations can be common, complementary or contyadigémts have to exchange
assumptions and to argue. Our agents individually evaluate the percenetditments with respect to the
estimated reputation of the agents from whom the information is obtained.

As suggested by Fornara & Colombetti (2002), agents, which have theipadvate representations,
record their interlocutors commitments. Moreover, agents individually vathateinterlocutors reputa-
tion. Therefore, an agent is defined as follows:

Definition 8 Theagenta; € U4 is defined by a 6-tuple;a= (K;, V;, <;, promote, U#Z—C%’-, <) where:

— K; is apersonal KBase, i.e. a set of personal claimglifiC;

— V; is a set of personal values;

— promote : K; — V; maps from the personal claims to the personal values;

— < is the priority relation, i.e. a strict complete ordering relation &f

- CS% is a commitment store, i.e. a set of claimsA®C. C%(t) contains propositional commitments
taken before or at time, where agent ais the debtor and agent; éhe creditor;

— =; is the reputation relation, i.e. a strict complete ordering relationt®g.

The personal KBases are not necessarily disjoint. The commonseimss afa explicitly shared by all
the agents. We catiommon KBasthe set of commonsense claims explicitly shared by the abéts, C
Na,c5, KCi- Similarly, we callcommon valuethe values explicitly shared by the agenits;, C Mg, c15, Vi
The common claims relate to the common values. For eyetyKq,, promotg,, (¢) = v € Vq,. The
personal KBase can be complementary or contradictory. Some claims cdratsel without the agents
being aware of it. These similarities between agents will be discovered dbuerdjalogue. We cajbint
KBasethe set of claims distributed in the systekiys, = U, 15, Ki. The agent’s own claims relate to the
agent’s own values. For evegye KC; — Kq ,, promote(¢) =v € V; — Vq,.

We can distinguish two ways for an agent to evaluate her interlocutor’s comnmignegdther in accor-
dance with a global social order as proposed by Amgoud & Parsof4);26r in accordance with a trust
model. Obviously, the latter is more flexible. According to Castelfranchi§)l9@putation is a local per-
ception of the interlocutor, a social concept that links an agent to hetdatgors, and a leveled relation.
The different reputation relations, which are transitive, irreflexiggnametric, and complete relations on

"We qualify with©2 4 a value obtained through an intersection der



M. Morge / Debating over heterogeneous descriptions 339

U, preserve these properties.a; a, denotes that an agenttausts an agentamore than another agent
a;. In order to take into account the claims notified in the commitment stores, eaoh iagassociated
with the following extended KBase:

Definition 9 Theextended KBase of the agentis the value-based KBase
AK; = (K7, V¥, promotg, <) where:

- K; =K UUj C%’-] is the agent extended personal KBase composed of its persona¢ KiRds
the set of perceived commitments;

-V=Vu [U#i{v;-}] is the agent extended set of personal values composed of the sesorfial
values and the reputation values associated with her interlocutors;

— promot¢ : £ — V;* is the extension of the function promoteapping claims in the extended
personal KBase to the extended set of personal values. On the adegexsonal claims relate to
personal values. On the other hand, claims in the commitment stqr&aaﬁa to the reputation value
vl

— < is the agent extended priority relation, i.e. an ordered relation/§n

Since the debate is a collaborative social process, agents share comammaf prime importance.
That is the reason why we consider that the common values have priorityhevether values.

An agent @ may estimate herself more competent than her interlocytand her personal values have
priority overvi, i.e. the reputation value of the agent i this case, the extended priority relation of the
agent a is constrained as followstv,, € Vo, Vo € Vi — Vo, (v <F v <3 v,). Alternatively, an agent
a; may estimate herself less competent than her interlocytandv?, i.e. the reputation value of the
agent a, has priority over her personal values. In this case, the extendettyredation of the agent;a
is constrained as follow&tv,, € Vo, Vv € Vi — Vo, (v <3 v < v,).

In both cases, we can easily demonstrate that the extended priority relagistritst complete ordering
relation. The one-agent notion of conviction is then defined as follows:

Definition 10 Let a € U 4 be an agent associated with the extended KBase

AK? = (K, V¥, promotg, <) and let¢ € ALC be a claim. Theagent ais convinced by the claim
iff ¢ is the conclusion of an acceptable argument for the audienaeth respect taA(KCY). The set of
acceptable arguments for the audiengewith respect ted(C}) is denoted bys.

Let us know consider how claims are produced. Agents utter messageshi@nge their representa-
tions. The syntax of messages is in conformance with the conmmmmunication languag€ L. A mes-
sageM; = (Sk, Hi, Ax) € CL has an identified\/;. It is uttered by a speake5f = speakef]M}))
and addressed to an hearéf,(= heare(My)). Ay = actMy), the message speech act, is composed
of a locution and a content. The locution is one of the followiggesti on, request assert,
propose, refuse, reject, unknow, concede, challenge, w thdraw The content,
also calledassumptionis a claim or a set of claims iIALC.

Speech acts have a public semantic, since commitments enrich the extendedkBascreditors, and
an argumentative semantic, since commitments are justified by the extendedd{Baseebtor.

For example, Figure 3 shows the semantics associated with the assertiasetiamption. An agent can
propose an hypothesis if she has an argument for it. The corresgormhmmitments stores are updated.
Obviously, claims already known by an agent are not notified in her commitratts The speech act
pr opose has the same argumentative/public semantiesect (¢) andr ef use(¢) are both equivalent
toassert (—¢). As we will see in Section 7, these latter do not have the same place in thenseque

In a similar way, Figure 4 shows the semantics associated with the concebsiomssumption. The
rational conditions for the assertion and for the concession of the saamepon by the same agent are
different. Agents can assert an assumption whether they are suppgreettivial argument or not. By
contrast, agents do not concede all the assumptions they hear in spitasdiatiptions are supported by
a trivial argument.
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Fig. 3. Semantics for asserting an assumptiat timet

e MESSAGE M, = (g, a;,assert (¢))
— ARGUMENTATIVE SEMANTICS:
JA € A(K}) condA) = ¢
— PuBLIC SEMANTICS: For any agentain the audience

if o AK;) then CE(t) = CS(t — 1) U {¢}

Fig. 4. Semantics for conceding an assumptaat timet

e MESSAGE M; = (&, a;,concede(¢))

— ARGUMENTATIVE SEMANTICS:
JA e A(Kf)condA) = ¢ with (premis€A) # {¢} A
premis¢ A)Z U;; CS))

— PuBLIC SEMANTICS: For any agentzain the audience

if o A(K;) then CS(t) = CS(t — 1) U {¢}

It is worth noting that the rational conditions for the assertion of an assumatid for the assertion
its explicit negation are not necessary mutually exclusive. These nomdeigic situations make agents
able to make choices. If an agentti®ughtfu] she can assert only assumptions for which she has an
acceptable argument. Otherwise, shenisfident|f an agent iskeptica) she can concede only assumption
for which she has an acceptable argument. Otherwise, sinedalous Because arguing agents exchange
their convictions, they are thoughtful and skeptical.

The others speech actguest i on, r equest , unknow, chal | enge, andwi t hdr aw) are used to
manage the sequence of moves (see Section 7). They have no partil@dts @ commitments stores,
neither particular rational conditions of utterance. We assume that the comrstshares are cumulative,
i.e. no commitment can be retracted. This is the reason why the speeshtdetir aw(i) has no effect
on the commitments stores.

The assumptions which are received must be valuated. For this pugoosaitments will be individ-
ually considered in accordance with the speaker estimated reputationolldvarig example illustrates
this principle.

Example 2 Let us consider two agents, a service provider (denoted prov) andtammer (denoted cust).
It is worth recalling that the service provider considers that customaésns make authority and adjust
her own representation to adopt these claims. Since a service prowdeiders that customer’s claims
are more relevant than her own ones, her interlocutor reputation vahaee priority over her personal
values:vu,, € Vo, Vv € Vorov — Vo, (v <oy Velst prov Vw)- Since a customer considers that her own
claims are more relevant than the service provider ones, her ownvakee priority over her interlocutor
reputation values Yu,, € Vo, Vv € Veust— Vo, (v5i6v <eustV Keust Vw)-

The initial personal KBase of the service provider is the{gg{x), ¢3(z)pa(z), d5(x), de1(x), d71, P72}
and the personal KBase of the customer is the{sgtx), p2(z), pa(x), ps2(z)}. If the customer utters
the two following messages:

— M, = (cust prov,asser t (—Free(acroba)),
— M, = (cust prov,asser t (¢2(acrobai, ¢4 (acrobal), ¢71)).

then the extended KBase of the service provider is represented as lgn Zabhe extended KBase of
the service provider is composed of her personal claims and the cladwenaed by the customer. The
extended set of personal values is composed of the set of pevadmes and the reputation value of the
customer. The common claig () is related to the common valug. The claims in the commitments is
related to the reputation value of the customer.
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Table 2
The extended KBase of the service provider

<<;rov ‘/ptov ’CSrov
vi | ¢1(x) : Soft(x) J Fredx) LI Nonfregx)
B | CSa = {~Fredacrobal, T~~~
¢2(acroba} : Nonfregacroba} J Freewaréacrobaj} / TN BLB))
vs | ¢3(z): Fredz) J Freewarér) B] I ,I
va | ¢a(z) : Fredz) M Nonfredz) = L By )/ //
vs | ¢s(x): Fredz) 3 Opensourcer) ;. Ay
ve | ¢e1(x): Opensourcer) J Copyleftx) // ,
v | ¢n : Freewaréacrobaf B’
@72 : Copyleft(xpdf)

Table 3
The extended KBase of the customer

<<;U5t CTJSI :;USI

¢1(x) : Soft(z) 3 Fregx) LI Nonfre€z)
va | ¢2(z) : Nonfregz) J Freewarér)
vs | ¢a(z) : Fredz) M Nonfredz) = L

ve | ¢e2(w): Fredx) O Copylefi(x) 7 TTTAy
vprov | CShiov = {Freexpdf), Copylefi(xpdf), W’ J
Fredxpdf) O Opensourcépdf), S~_4L”

Opensourcépdf) 1 Copyleftxpdf) }

By uttering the messagd, the customer advances the trivial argument
Bs = ([-Free(acrobal)], —Free(acrobal). Despite the service provider is convinced by this assumption,
she cannot concede it. Indeed, this assumption is only supported byahdryument in the commitment
stores. By uttering the messag#,, the customer advances the non-trivial argumBatbearing on the
service provider own claims. Therefore, this last one can cone€&deeacrobal. The only free software
she can propose is xpdf.

Now, if the service provider utters the two following messages:

— Ms3 = (prov, cust asser t (Freg(xpdf)),
— M, = (prov, custasser t (¢5(xpdf), ¢61 (xpdf), ¢72)).

then the extended KBase of the customer becomes as representedei3.TBl uttering the message
M3, the service advanced the trivial argumetit = ([Free(xpdf)], Free(xpdf)). Despite this argument is
acceptable, the customer cannot concede (xpeéf). By uttering the messag¥/,, the service provider
advances the non-trivial argumedt, bearing on the customer own claims. Therefore, Bxpdf) can be
conceded sincé/, includes the claimp; that can be combined by the customer with to reach the
conclusion.

We have presented here a model of agents who exchange assumptiarg@a In the next section,
we provide a dialectical system where debates take place.

6. Dialectical system

When a set of social and autonomous agents argue, they reply to eaclinotinder to reach the goal
of the interaction. We provide a dialectical system, which is inspired by M@@@5) and adapted to the
dialogue on representations.

During exchanges, the speech acts are not isolated but they respadndtber. The syntax of moves
is in conformance with the commomoves languageM L defined as follows: a move moye=
(My, Ry, Pi,) € ML has an identifier moye It contains a messag¥, as defined before. The moves are
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messages with some attributes to control the sequetce- reply(move,) is the identifier of the move
to which move responds. A move (moygis either an initial move (replynove,) = nil) or a replying
move (replymove,) # nil). P, = protocolmove,) is the name of the protocol which is used during the
dialogue.

A dialectical system is composed of two agents. In this formal area, twdsagkry moves to check an
initial assumptioni.e. the topic.

Definition 11 Let AK,, = (Kq,, Va,,promotg, ,) be a common value-based KBase apch claim in
ALC. Thedialectical system on the topicey is a quintuple D§,, (¢o,AKq ) = (N, H, T, protocol Z)
where:

— N = {init,part} C U4 is a set of two agents called players: the initiator and the partner;

— H is the set of histories, i.e. the sequences of well-formed moves s.t. tikerspka move is deter-
mined at each stage by a turn-taking function and the moves agree withacplko

— T : H — N is the turn-taking function determining the speaker of a mové:|lf= 2n then
T'(h) = init elseT'(h) = part;

— protocol : H — 2, is the function determining the moves which are allowed or not to expand an
history, where2,; C ML is the set of all well-formed moves;

— Z is the set of dialogue, i.e. terminal histories.

In order to be well-formed, the initial move is a question about the topic frormttigtor to the partner
and a replying move from a player always references an earlier movedittg the other player. In this
way, backtracking are allowed. We call dialogue line the sub-sequémev@s where all backtracks are
ignored. In order to avoid loops, assumptions redundancy is forbiddt@m assertions. Obviously, all
moves should contain the same parameter protocol value.

We have bound here the area in which dialogues take place. We formaliseriaxhsection a particular
protocol to reach a representation agreement.

7. Protocol

When two agents have a dialogue, they collaborate to reconcile their eepatens. For this purpose,
we propose in this section a protocol.

Walton & Krabbe (1995) have proposed an influential classification dbgliges into six types accord-
ing to their goal. While persuasion aims to resolve a difference of opinigutiaion tries to resolve a
conflict of interest by reaching a deal, information seeking aims at traimgjenformation, deliberation
wants to reach a decision on a course of actions, inquiry aims at incréasindedge, and quarrel is the
verbal substitute of a fight. This classification is not meant to be exhaastt/éeaves room for dialogues
of mixed type. Parsons & Wooldridge (2002) have investigated how thfeeedt types of dialogue can
be captured using a formal model of argumentation. We formalize here #msgsion protocol. More-
over, this protocol is extended and adapted for debating over ontologies

As observed by Prakken (2001), protocols can vary in severatwaya unique-response protocols,
players can reply just once to the other player's moves. Otherwise, thecpt is multi-response. We
consider here a multi-response protocol which, unlike a unique-resgmotocol, improves the quality of
the outcome but decreases the time spent.

A protocol is determinated by a set of sequence rules (see Table #)riHaspecifies authorized reply-
ing moves. According to the “Question/Answer” rule{sf), the hearer of a questionest i on(¢))
is allowed to respond with a confirmatioagsert (¢)), or with an invalidationdésser t (—¢)), or with
a plea of ignoranceuffknow(¢)). The “Request/Propose” rule {stp) is quite similar. The hearer of a
request equest (¢(z))) is allowed to respond either by asserting an instantiation of this assumption
(assert (¢(a))), or with a plea of ignoranceuknow(¢(z))). The respond can resist or surrender to
the previous speech act. For example, the “Assert/Welcome” rule (writtem, $rspecifies authorized
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Table 4
Set of speech acts and their potential answers.
Sequences rule$ Speech acts \ Resisting replies \ Surrendering replies
Sl /a question(¢) assert (¢) unknow(¢)
assert (—¢)
Sty request (¢(x)) | propose(s(a)) unknow(¢(x))
Staw assert (®) chal | enge(¢), ¢ € ® | concede(d)
refuse(¢),¢p € @
Sta/r assert (®) chal | enge(¢), » € @ | concede(®)
reject(¢),¢pe®
Sfcy/a chal | enge(¢) | assert (®),®+ ¢ wi t hdr aw(¢)
St unknow(®) 0 ]
concede(®) j 0
ref use(®) 0 0
wi thdraw(®) |0 0

moves replying to the previous assertioasgert (®)). Contrary to resisting acts, surrendering acts
close the dialogue line. A concessiaoficede(®)) surrenders to the previous proposition. A challenge
(chal | enge(¢)) and a refuser(ef use(¢)) resist to the previous proposition. By contrast, denying one
of the assumptions previously assertedj(ect (¢)) closes the dialogue line in the “Assert/Reject” rules.

As pointed in Section 5, an assertion and a proposition have the same argivefntblic semantics.
Moreover,r ef use(¢) andr ej ect (¢) are equivalent tasser t (—¢). However, these speech acts do
not have the same place in the sequence of moves.

We consider here the requesting multi-response persuasion protecoltéd ReqMultiResPersProto)
using the following rules: $f/p, Sta w, Slc/a, and si. Figure 5 shows a dialogue in the extensive form
game representation where nodes are game situations and edges areFmosgample2.2i denotes
a game situation where the exponent indicates that the initiator is the next mealeespThe exponent
of game-over situations are box&s2, 4.25, 5.15, 5.45, and6.15 ). To improve clarity, the games that
follow situations5.2P%t, 5.3P%t and 6.2 are not represented. In order to enrich her representation
with a partner, an initiator begins a dialogue with a request in the game sitwétibnlf the partner has
no representation for the topic, she pleads ignorance and closes thgudid®e game situatian1™).

The goal of the dialogue is to reach an agreement over representayimasdal means. The following
example illustrates such a dialogue.

Example 3 Let us consider again the dialogue presented in Section 2. Table 5 shawsuking the
protocol, the two agents play the dialogue. This table details the differentsramreesponding to the
claims of the natural language dialogue. We can see that the commitmenets ate the results of moves.
At the beginning of the dialogue, is the only claims explicitly shared by the agem&,(,). During
exchanges, the service provider detects that she sharesgith the customer. Since the provider does
not share the whole knowledge of the customer, the sequence of guides her to the claim which is
the source of the consensus. Due to the polysemy of the concepther@eovider must deploy her own
argumentation to establish Frégdf). Hence, this is the reason why she uttéssand ¢¢; (in move, and
moves) in order to try to convince the customer. However the sole claim that efécibonvinces the
customer isp79, that she combines withgss, but she does not need nor use the two previous ones. Had the
provider known the customer definition of Free ¢hy), she could have immediately used the convincing
claims ¢79. At the end of the dialogue, the set of claims explicitly shared increaseghér terms, the
agents co-build a common ontology during the dialogue.

8. Related works

Laera et al. (2006) provides a framework for agents to reach armmgrg over ontology alignment.
Argumentation is used to select a correspondence among candidatgpoodences, according to the
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Fig. 5. Dialogue in an extensive form game representation
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ontological knowledge and the agents’ preferences. This approatdtiisbecause alignments have been
achieved off-line. By contrast, we solve the semantic heterogeneity diméndjalogical process.

Van Digglen et al. (2006) proposes the ANEMONE approach for solsémgantic integration problems.
Instead of trying to solve ontology problems at design time, ANEMONE pravatgents with tools to
overcome ontology problems at agent interaction time. This work tackles sierirgagration problems
when needed and only when needed by focusing on the layered comtimmit@chanism. By contrast,
our work is not restricted to the communication issues, but it provides a nbdedsoning as well as a
model of agents.

Valencia & Sansonnet (2004) proposes a framework to solve on-linedimantic heterogeneity by
exploiting the topological properties of the representation. This workiderssone-shot interaction steps,
which are simply requests and responses to the requests, to reformulagptsofrom a heterogeneous
terminology into a terminology semantically shawegriori between the agents. In this paper, we use a
protocol to detect concepts shared implicitly and to build a common ontology.

As we have already said, we have extended the formal framework fordgents dialogue based upon
the argumentative techniques proposed by Morge (2005). Since th&atlenal semantics of the descrip-
tion logic is adapted to the knowledge representation, the background lagiehiift from the first order
logic program to the description logic. Therefore agents are equippedaviiBase,i.e. a TBox and a
ABox and utter speech acts suchraxjuest andpr opose. To improve the quality of the outcome, we
have shifted from a unique-respond protocol to a multi-respond prioteioally, we provide a multi-agent
interaction framework to reach an agreement over heterogeneoeseafations.

9. Conclusion

In this paper, we have proposed a framework for inter-agents diatogeach an agreement, which for-
malizes a debate in which divergent representations are discussehbisqmirpose, we have proposed an
argumentation-based representation framework which manages thetsdréliween claims with differ-
ent relevances for different audiences to compute their acceptarnceoir, we have proposed a model
for the reasoning of agents where they justify the claims to which they commi#adnto account the
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Table 5

Dialogue to reach an agreement. Natural language sentencespoodieg) to the dialogue presented in 2, are given in associa-
tion with their dialogue, then the new the commitment stores and the reacimedsifaation (from Fig 5) are given.

Kéust— Ka, Ka, Koov — Koy
@1
Keust CSov Game situation| cy Korov
(), pa(x) 0 0°ust 0 ¢3(x), pa(x), ¢5(x),
Po2()- P61(x), P71, Pr2-

Do you know free software to view my PDF ?
— move = (cust prov, r equest (Fregz)), nil, ReqMultiResPersProfto—
idem | 0 ‘ 1PV ‘ 0 ‘ idem
acrobat is free software.
— move;, = (prov, cust pr opose(Fregacroba}), move , ReqMultiResPersProto—
idem | Fregacroba} [ 2.2 ] 0 [ idem
Why is it free software ?

— move; = (cust prov, chal | enge(Fregacroba}), move;, ReqMultiResPersProto—

idem | Fregacroba} [ 3.3 ] 0 [ idem
acrobat is free because this is freeware.

< move, = (prov, cust asser t (¢s(acroba}, ¢71), move;, ReqMultiResPersProto—

idem | Freg(acroba, ¢;(acroba}, ¢71 [ 430 ] 0 [ idem
In my humble opinion, acrobat is not free software.
— move; = (cust prov, r ef use(Fregacroba}), move;, ReqMultiResPersProto—
idem | Fregacroba}, ¢s(acroba}, ¢71 [ 3.0P ] —Freeacrobaj [ idem
Why is it not free software ?

< move; = (prov, cust chal | enge(—Fregacroba}), move;, ReqMultiResPersProto—

idem | Fregacroba}, ¢ (acroba}, ¢7;. [ 41 ] —Fregacroba. [ idem
Since acrobat is freeware, this is not free software.

— move; = (assert (¢2(acroba}, ¢4 (acroba}, ¢71), move;, ReqMultiResPersProto—

idem | Fregacroba}, ¢ (acroba}, ¢7;. [ 5.2 [ —Fregacroba}, ¢»(acroba}. | idem
OK, however xpdf is free software.
< moves = (prov, cust pr opose(Fregxpdf)), move , ReqMultiResPersProto—

idem ‘ Fregacroba}, ¢3(acroba}, ¢71, 2.20ust —Fregacroba}, ¢-(acroba. ‘ idem

Fregxpdf).

Why is it free software ?
— move, = (cust prov, chal | enge(Fregxpdf)), moves, ReqMultiResPersProfo—
idem Fregacroba}, ¢;(acrobaj, ¢71, 3.3P0% —Fregacroba}, ¢2(acrobaj. idem
‘ Fregxpdf). ‘ ‘

xpdf is free software because it is opensource.

< move = (prov, cust asser t (Opensourcexpdf), ¢s(xpdf))), move,, ReqMultiResPersProfo—
idem Fredqacroba}, ¢3(acrobaj, ¢71, 4.3% —Fregacroba}, ¢2(acrobaj. idem

‘ Fregxpdf), Opensourcexpdf), ¢ (xpdf). ‘

Why is it opensource ?
— move;; = (prov, cust chal | enge(Opensourcgxpdf)), move o, RegMultiResPersProto—

idem Fregacroba}, ¢s(acrobay, ¢71, 5.5 —Fregacroba, ¢-(acrobaj.

‘ Fregxpdf), Opensourcexpdf), ¢s (xpdf).

xpdf is opensource because it is copyleft.
<~ move; = (prov,custassert (¢r2, d61(Xpdf)), move;, ReqMultiResPersProto—
idem Fregacroba}, ¢3(acroba}, ¢71, 6.200t —Fregacroba}, ¢»(acroba. idem
Fregxpdf), Opensourcexpdf), ¢s (xpdf),
72, Pe1 (xpdf).

idem

OK, I will consider xpdf ?
— move 3 = (prov, cust concede (Fregxpdf)), moves, ReqMultiResPersProfo—
idem Fregacroba}, ¢s(acroba}, ¢71, 3.20 —Fregacroba, ¢» (acroba}, idem
Fregxpdf), Opensourcexpdf), ¢s (xpdf),
@72, P61 (xpdf).

claims of their interlocutors. We provide a dialectical system in which two agemticipate in a dialogue
to reach an agreement about a conflict in representations.

The implementation of this formal framework is a work in progress. The septation framework will
be computed throught a simple logic-based knowledge representatiopestayilt upon the dialectical
proof procedure proposed in Dung (2007). Since we develop faratch the reasoning and communi-
cating capabilities of the agents, any MAS platform could be used to implememthibie framework.
Obvioulsy, the soundness and completeness of both framework and impdgimeshould be studied.

In this work, we have focused on multi-agent systems but, as suggesthd byample, our approach
is also relevant to the Web and its proposed extension, the Semantic Wet, diffierent services per-
forming the same tasks may advertise their capabilities differently, or whedieeseequests, and service
offers may be expressed by using different ontologies, and thustadxxdreconciled dynamically at run
time.

While this work focuses on single dialogues between two heterogeneentsafyture investigations
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must explore how this solution, when it will be implemented, scales to multi-agetgnsysvhere dia-
logues are amongst multiple parties and sequenced. In particular, wexplmstehow the shared claims
discovered and the result of dialogues will impact on the ontologies ancépheation of agents in the
following dialogues.

Acknowledgements

The authors like to thank Yann Secq, Jean-Paul Sansonnet, and PMigbieu for their willingness
to discuss this issue with us. Thanks are also due to Fariba Sadri and\NPaatarella for their advice
to improve the English of this paper. We would like to thank the reviewers far dedailed comments
on this paper. The first author is supported by the Sixth Framework I&Jrgmme of the EC, under the
035200 ARGUGRID project. The second author is supported by the CPPERof the region Nord-Pas
de calais and the european fund FEDER.

References

Leila Amgoud and Simon Parson®\gent dialogues with conflicting preferencés Intelligent Agent VIII. Revised papers
of the International Workshop on Agent Theories, Architectures aamjlages, Vol. 2333 of Lecture Notes in Atrtificial
Intelligence, pages. 190-205, Springer-Verlag (2001).

Leila Amgoud and Claudette Cayrd\ reasoning model based on the production of acceptable argumemtsls of Maths and
Al, 34(1-3), pages 197-215, Springer-Verlag (2002).

Leila Amgoud, Nicolas Maudet, and Simon Parsohis.argumentation-based semantics for agent communication languages
Proceedings of the 15th European Conference on Artificial Intelliggramges 38—42. |0S Press (2002).

Sidney Bailin and Walt TruszkowskiOntology negotiation between intelligent information ageiisowledge Engineering
Review,17(1), pages 7-19, Cambridge University Press (2002).

Trevor J.M. Bench-Caporialue based argumentation framewarks Proceedings of Non Monotonic Reasoning, pages 444—
453, Toulouse, France (2002).

Salem Benferhat, Didier Dubois, and Henry Pradelocal approach to reasoning under inconsistency in stratified knowl-
edge baseslin Proc. of the european conference on Symbolic and Quantitativeo@ppes to Reasoning and Uncertainty
(ECSQARU'95), volume 946 of Lecture Notes in Atrtificial Intelligencegpa 36-43. Springer-Verlag, 195.

Cristiano Castelfranchi and Rino Falcori®rinciples of trust in mas: Cognitive anatomy, social importance, andtfieation
in Proceedings of of the third international conference on multi-agestésys, pages 72—79, ACM press (1998).

Phan Minh Dung.On the acceptability of arguments and its fundamental role in nonmonotoasoméng, logic programming
and n-person gameairtificial Intelligence,77(2), pages 321-357, Springer-Verlag (1995).

Phan Minh Dung and Paolo Mancarella and Francesca Gamputing ideal sceptical argumentatiofrtificial Intelligence,
Special Issue on Argumentation in Artificial Intelligence, Springer-\ggri@® appear (2007).

Jérdme Euzenat and Petko Valtch&imilarity-Based Ontology Alignment in OWL-Lite Proceedings of the 16th European
Conference on Artificial Intelligence, pages 333-337, I0S Pres3(20

Nicolleta Fornara and Marco Colombet@perational specification of a commitment-based agent communicatigodae in
Proceedings of the 1st international joint conference on autonongmu and multi-agent systems, pages 535-542. ACM
press (2002).

Thomas R. GrubefToward principles for the design of ontologies used for knowledge shamiegnational Journal of Human-
Computer Studies, special issue on Formal Ontology in Conceptual gisalyd Knowledge Representatid3(5-6), pages
907-928, Academic Press (1995).

Carl Hewitt. Offices are open systerdCM Transactions on Information Systerd$3), pages 271-287, ACM Press (1986).

Loredana Laera, Valentina Tamma, Jérdbme Euzenat, Trevor Beagbn, and Terry Payn@eaching agreement over ontology
alignments. In Proceedings of the 5th International Semantic Web Conference4®@B of Lecture Notes in Atrtificial
Intelligence, pages 371-384, Springer-Verlag (2006).

Maxime Morge.Collective decision making process to compose divergent interests espkptvesArtificial Intelligence and
Law, 13(1), pages 75-92, Springer-Verlag, (2005).

Simon Parsons and Michael Wooldridgan analysis of formal inter-agent dialogués Proceedings of the first international
joint conference on autonomous agent and multi-agent systems age401, ACM press (2002).

Chaim Perelman and Lucie Olbrechts-Tytedaaité de I’Argumentation - La Nouvelle RhétoriquBresses Universitaires de
France (1958).

Henry Prakken and Giovanni SatoArgument-based logic programming with defeasible prioritidsurnal of Applied Non-
classical Logicsy:25-75, 1997.

Henry Prakken Relating Protocols for Dynamic Dispute with Logics for Defeasible Argumenta®ipmthesel27(1-2), pages
187-219, Springer-Verlag, (2005).

Manfred Schmidt-Schaul’3 and Gert Smolk&ttributive concept descriptions with complemenritgificial Intelligence,48(1),
pages 1-26, Springer-Verlag (1991).



M. Morge / Debating over heterogeneous descriptions 347

Guillermo Ricardo Simari and Ronald Prescott Loflimathematical treatment of defeasible reasoning and its implementation
Artificial Intelligence,53(2-3):125-157, 1992.

Erika Valencia and Jean-Paul SansonBetilding Semantic Channels between Heterogeneous Agents with Topblagitsalin
Proceedings of the 2nd European Workshop on Multi-Agent Systearse®na, Spain (2004).

Jurriaan Van Digglen, Robbert-Jan Beun, Frank Dignum, Rogier iy &d John-Jules MeyerAnemone: An effective
minimal ontology negotiation environmeht Proceedings of the 5th International Conference on Autonomoesitagnd
Multi-agent Systems, pages 899-906, ACM Press (2006).

Douglas N. Walton and Eric C. W. Krabb€ommitment in DialogueSUNY Press (1995).



